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Results

Domain: Hard Maze

Inputs:

Outputs:

Reward:

Best Objective: 700+!

Using a Q-Function as a Policy

How to compute argmax in a continuous action space?

Gradient Descent!
- Non differentiable process, but this doesn’t matter as we are using a 
gradient free optimizer

Reinforcement Learning
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