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This would help facilitate a diverse set of agents 
that accomplish the task(s) in different ways.

Importantly, lexicase selection lends itself to 
multi-agent environments, where maintaining a 
population does not add any additional 
computational overhead. 

Evolutionary Computation 

Genetic Programming

Evolutionary computation is a 
model-agnostic optimization 
paradigm modeled after biological 
evolution.

Individuals are selected based on a 
series of objectives such as:
- Input/output examples for 

genetic programming
- Reward in RL domains
- Loss for Deep learning 

Lexicase selection is a selection strategy that has 
been shown to be efficacious at solving problems 

in the evolutionary computation literature, at 
least partially due to diversity maintenance.

Here, we propose two use cases to potentially 
transfer these benefits to the reinforcement 

learning domain.

Genetic programming 
is a subset of 
evolutionary 
computation that deals 
with evolving symbolic 
expressions, such as 
computer programs.

We can more generally apply evolutionary 
computation to RL training and use 
lexicase selection to select agents from a 
population based on their performance on 
the task(s)/objective(s).

Lexicase selection can be incorporated into RL on different levels. We outline 
two cases to encourage both action diversity and agent diversity

Lexicase Selection has been shown to significantly improve the success rate of genetic programming runs such as program synthesis. 
Relatedly, it has also been shown to significantly improve the diversity of populations over the course of evolution.

Action Diversity 
Lexicase selection can be used to 
select the actions to take at each 
time step for a given agent. This 
would help facilitate exploration 
in state action space by allowing 
the agent to take more diverse 
actions  

A simple example: Using the 
penultimate layer of a DQN Q 
function gives a vector-valued 
representation of the reward.
Lexicase can be used on this 
vector to select the action that 
optimizes a particular value in 
the vector

Lexicase Selection
Lexicase Selection is a 
parent selection 
algorithm for 
evolutionary 
computation that 
selects individuals 
based on a random 
ordering of test cases.

Effect on DiversityPerformance on Program Synthesis Problems 
(# of successes)

Selecting based on specific test cases makes individuals that are good at unique subsets of 
tasks are more likely to survive. This has a clear evolutionary interpretation: Individuals 
that pass the random situations that occur during their lifetime survive and reproduce.
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